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Lectures for Chapter 1 and C Basics
Computer Abstractions and Technology

• Lecture 01: Chapter 1
– 1.1 – 1.4: Introduction, great ideas, Moore’s law, abstraction, 

computer components, and program execution

• Lecture 02: C Basics; Memory and Binary Systems
• Lecture 03: Number System, Compilation, Assembly, Linking 

and Program Execution
• Lecture 04: Chapter 1

– 1.6 – 1.7: Performance, power and technology trends
• Lecture 05:

– 1.8 - 1.9: Multiprocessing and benchmarking
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Uniprocessor Performance

Constrained by power, instruction-level 
parallelism and memory latency 3
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Moore’s law to CPU Speed (frequency)



• Moore’s Law to processor speed (frequency)
CPU frequency increase was 
flattened around 2000-2005
Two main reasons:
1. Limited ILP and 
2. Power consumption and heat 

dissipation 

Moore’s Law:
Transistor Density, Frequency, and Multi-cores
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• From 1970s, transistor density 
doubles every 1.5-2 years till 
today, but slowing down

• Latest: 5nm 
(https://en.wikipedia.org/
wiki/7_nm_process) 

• CPU frequency (performance) 
doubles every 2 years till ~2005

• From 2005, transistor density 
still double every 1.5-2 years, 
CPU frequency flats

• Industry moves to 
multicore, manycore and 
multiprocessing 

https://en.wikipedia.org/wiki/7_nm_process


Multi-cores or Multi-CPUs

• We cannot increase speed of the CPU, but we can add in a 
computer more cores or CPUs of the same speed, ~ 2005
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History – Past (2000) and Today
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Recent multicore processors
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Manycore Graphical Processing Unit (GPU) 
Processors
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An�Overview�of�the�GK110�Kepler�Architecture�
Kepler�GK110�was�built�first�and�foremost�for�Tesla,�and�its�goal�was�to�be�the�highest�performing�
parallel�computing�microprocessor�in�the�world.�GK110�not�only�greatly�exceeds�the�raw�compute�
horsepower�delivered�by�Fermi,�but�it�does�so�efficiently,�consuming�significantly�less�power�and�
generating�much�less�heat�output.��

A�full�Kepler�GK110�implementation�includes�15�SMX�units�and�six�64�bit�memory�controllers.��Different�
products�will�use�different�configurations�of�GK110.��For�example,�some�products�may�deploy�13�or�14�
SMXs.��

Key�features�of�the�architecture�that�will�be�discussed�below�in�more�depth�include:�

� The�new�SMX�processor�architecture�
� An�enhanced�memory�subsystem,�offering�additional�caching�capabilities,�more�bandwidth�at�

each�level�of�the�hierarchy,�and�a�fully�redesigned�and�substantially�faster�DRAM�I/O�
implementation.�

� Hardware�support�throughout�the�design�to�enable�new�programming�model�capabilities�

�

Kepler�GK110�Full�chip�block�diagram�

�
�

Streaming�Multiprocessor�(SMX)�Architecture�

Kepler�GK110)s�new�SMX�introduces�several�architectural�innovations�that�make�it�not�only�the�most�
powerful�multiprocessor�we)ve�built,�but�also�the�most�programmable�and�power�efficient.��

�

SMX:�192�single�precision�CUDA�cores,�64�double�precision�units,�32�special�function�units�(SFU),�and�32�load/store�units�
(LD/ST).�

• ~3000 - 5000 cores of NVIDIA GPUs

https://www.nvidia.com/en-us/data-center/tesla-p100/



Multiprocessors

• Multicore microprocessors
– More than one processor per chip
– Each executes its own instruction sequence
• Requires explicitly parallel programming

– Compare with instruction level parallelism
• Hardware executes multiple instructions at once
• Hidden from the programmer

– Hard to do
• Programming for performance
• Load balancing
• Optimizing communication and synchronization
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Major CPU Companies

• Intel, X86 CPUs for desktop, laptop, servers, etc
– Dell/Apple/HP, etc. Desktop Intel market ~80%, server >98% in 2018
– Intel will do GPUs based on news from 2019

• AMD, X86 CPU for desktop, laptop, XBOX and PS4
– The rest of X86 market for desktop and server
– GPU as well

• Qualcom, Samsung, etc, mostly ARM-based in mobile domain
– ARM based CPU for smartphone and smartpad (not iphone)
– Cray, ARM and Fujitsu are building ARM-based server and supercomputers

• IBM, power-based server CPU
– Server and supercomputers, #1 in top500

• Summit - IBM Power System, https://www.top500.org/system/179397
• NVIDIA, GPU and ARM-based for mobile

– #1 in GPU market for graphics, high performance computing and machine learning
• Others

– Oracle and Fujitsu for SPARC CPU
– TI, Motorola and Freescale for ARM/power CPU for embedded
– MIPS CPU vendors
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About Supercomputer and HPC

• What Is A Supercomputer?
– https://www.youtube.com/watch?v=utsi6h7IFPs
• TOP500: https://top500.org/lists/top500/2020/11/

11

https://www.youtube.com/watch?v=utsi6h7IFPs
https://top500.org/lists/top500/2020/11/


Making Use of Multicore CPUs and Multiprocessor 
Computers

• Adding more processors doesn’t help much if programmers aren’t 
aware of them…
– … or don’t know how to use them.
• Serial programs don’t benefit from this approach (in most cases).

• Free lunch of performance provided by Moore’s Law is over!
– Do parallel computing J
• Check https://passlab.github.io/CSCE569/
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SPEC CPU Benchmark

• Programs used to measure performance
– Supposedly typical of actual workload
• Standard Performance Evaluation Corp (SPEC)

– Develops benchmarks for CPU, I/O, Web, …

• SPEC CPU2006
– Elapsed time to execute a selection of programs

• Negligible I/O, so focuses on CPU performance
– Normalize relative to reference machine
– Summarize as geometric mean of performance ratios

• CINT2006 (integer) and CFP2006 (floating-point)
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CINT2006 for Intel Core i7 920
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SPEC Power Benchmark

• Power consumption of server at different workload levels
– Performance: ssj_ops/sec
– Power: Watts (Joules/sec)
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ssj: Server Side Java
https://www.spec.org/power/docs/SPECpower_ssj2008-Design_ssj.pdf



SPECpower_ssj2008 for Xeon X5650
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Pitfall: Amdahl’s Law

• Improving an aspect of a computer and expecting a 
proportional improvement in overall performance
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§1.10 Fallacies and Pitfalls

208020 +=
n

n Can’t be done!

unaffected
affected

improved T
factor timprovemen

TT +=

n Example: multiply accounts for 80s/100s
n How much improvement in multiply performance to 

get 5× overall?

n Corollary: make the common case fast



Concluding Remarks

• Cost/performance is improving
– Due to underlying technology development
• Hierarchical layers of abstraction

– In both hardware and software
• Instruction set architecture

– The hardware/software interface
• Execution time: the best performance measure
• Power is a limiting factor

– Use parallelism to improve performance
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Vision and Wisdom by Experts

• “I think there is a world market for maybe five computers.”
– Thomas Watson, chairman of IBM, 1943.

• “There is no reason for any individual to have a computer in their 
home”

– Ken Olson, president and founder of Digital Equipment Corporation, 
1977.

• “640K [of memory] ought to be enough for anybody.”
– Bill Gates, chairman of Microsoft,1981.

• “On several recent occasions, I have been asked whether parallel 
computing will soon be relegated to the trash heap reserved for 
promising technologies that never quite make it.”

– Ken Kennedy, CRPC Directory, 1994
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End of Chapter 01
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Review for Chapter 1:
Three Most Important Topics 

• Moore’s Law:
– From 1970s, transistor density doubles every 1.5-2 years till today, but 

slowing down
• Latest: 5nm (https://en.wikipedia.org/wiki/7_nm_process) 

– CPU frequency (performance) doubles every 2 years till ~2005
– From 2005, transistor density still double every 1.5-2 years, CPU 

frequency flats
• Industry moves to multicore, manycore and multiprocessing 

• Abstraction
– High-level language, assembly language/ISA as HW/SW interface, 

binary for computer
– Software interface, method declaration and definition
• CPU Performance

• Power: Linearly proportional to the CPU frequency 
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Levels of Program Code
Another Great Idea: Abstraction

• High-level language
– Level of abstraction closer to 

problem domain
– Provides for productivity and 

portability 
• Assembly language

– Textual representation of 
instructions

• Hardware representation
– Binary digits (bits)
– Encoded instructions and data
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Instruction Set Architecture: The Interface 
Between Hardware and Software

• The words of a computer 
language are called instructions, 
and its vocabulary/dictionary is 
called an instruction set
– lowest software interface, 

assembly level, to the users or to 
the compiler writer

Instruction Set Architecture – A 
type of machine

A language represents a race

instruction set

software

hardware
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Review: CPU Time

• Performance improved by
– Reducing number of clock cycles
– Increasing clock rate
– Hardware designer must often trade off clock rate against cycle 

count
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Review: CPU Time, Instruction Count and CPI

• Hardware/CPU executes a program instruction by 
instructions

• Instruction Count for a program
– Determined by program, ISA and compiler
• Average cycles per instruction

– Determined by CPU hardware
– If different instructions have different CPI

• Average CPI affected by instruction mix
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Review: CPI Example

• Alternative compiled code sequences using instructions 
in classes A, B, C
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Class A B C
CPI for class 1 2 3
IC in sequence 1 2 1 2
IC in sequence 2 4 1 1

n Sequence 1: IC = 5
n Clock Cycles

= 2×1 + 1×2 + 2×3
= 10

n Avg. CPI = 10/5 = 2.0

n Sequence 2: IC = 6
n Clock Cycles

= 4×1 + 1×2 + 1×3
= 9

n Avg. CPI = 9/6 = 1.5
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End of Review of Chapter 01
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