Assignment 1 – CSCE 790, Fall 2017
Due:  11:55PM 09/20 Wednesday, 2017
OpenMP Parallelization and SIMDization for Jacobi 
In this assignment, you will implement the OpenMP version of Jacobi iterative method (https://en.wikipedia.org/wiki/Jacobi_method). The sequential version and the program skeleton are already given in the jacobi.c file. After you parallelize the program, you should apply optimization techniques as aggressively as possible for the optimal performance you can achieve, including the SIMDization (vectorization). 
Submission: Your submission should include two files: 1) The source file that contains your implementations and 2) a max 4-page report. The report should include: 
1. Short description on how you implement the jacobi_omp function. 
2. Short description on how you SIMDizate the jacobi_omp function. 
3. Performance report using figures when running with 512x512 sizes with the number of threads of 1, 2, 4, 8 till the max number of core of the machine, with and without SIMD. Figure 1 report the execution times in ms and Figure 2 report the speedup. Speedup is measured as the ratio of sequential execution time (1 thread) to the parallel execution time (2, 4, 8 threads). 
4. While the development can be done from your laptop or any other computers, the results in the report should be collected from the machines of NSF https://www.xsede.org. You should evaluate using both a general purpose Intel Xeon CPU and Intel KNL Xeon Phi. Please indicate in your report, the specification of the machine (CPU vendor, generation, model and frequency, # cores, way of hyper-threading if it has, cache sizes of each level), memory sizes, and compiler/version/flags you are using to compile. Please follow the user guide of xsede.org when using the machine, including using the slurm queuing system.  
5. Explanation of the performance results shown in your figures and draw meaningful conclusions.
For XSEDE, you need first create a user account from https://portal.xsede.org if you donot have an account. After you create an account, send me the account ID and I will add you to the project so you can access resources. We use large shared memory machine (Intel Xeon) from PSC and KNL Xeon Phi from TACC. 
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Grading: 
Functions implementations: 60 points
Report: 40 points. 
For non-compliable code, you only receive max 60% of function implementations points. For compliable, but with execution errors and incorrectness, you receive max 70% of function implementation points. 
















